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Abstract - Over the last few decades researchers 

have discovered significant decline in wildlife 

species and have also observed that some species 

are in danger of becoming extinct. Therefore, it has 

become of utmost importance to monitor wildlife 

closely. Hence, the goal of this project is to create 

a model which can recognize and count wildflower 

species. The applied approach is the IBM CRISP-

DM model. The achieved results by the three 

models are quite promising. The custom and the 

pre-trained model are able to differentiate 30 

flower species whereas the Faster R-CNN only 5 

species. Each model can be applied according to 

the available resources which are needed for the 

performance of the models.  
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I.INTRODUCTION  

With the rapid development of technology and 

urbanization over the last 50 years, the biological 

cycle has profoundly changed. Farming has 

become a leading industry in many countries, the 

Netherlands including. The excessive use of land 

for profit and the polluting of the soil with pesticides 

has undoubtedly influenced the biodiversity of the 

natural landscape. Furthermore, these activities 

alongside other factors, are causing the extinction 

of a large number of wildlife flower species. These 

species form on a large level the insect pollinator 

fauna, and its extinction is causing a significant 

effect on insect pollinators, who have a vital role in 

the ecosystem integrity and maintenance - they 

account for the production of nearly 85% of wildlife 

flower species. Furthermore, studies have 

discovered a decline of approximately 40% of all 

pollinator species globally during the past few 

decades. These global declines have highlighted 

the importance of wildlife flower species and has 

created the urge for large scale monitoring for their 

presumption. However, large scale monitoring 

requires extensive labor work and is prone to 

human errors, since it is performed manually. With 

the rapid development of technology and artificial 

intelligence, the IT sector has achieved promising 

results towards achieving this goal.  

  

II.APPROACH 

For this project, our team was provided with a 

dataset containing approximately 11GB of image 

data of flower species alongside an Excel sheet 

providing additional information regarding each 

image. Furthermore, our team was working closely 

together with Gerard Schouten( Professor AI & Big 

Data at Fontys University of Applied Sciences and 

head of the lectorate AI & Big Data.) towards the 

goal of the project. For the successful completion 

of this project, our team decided to adopt the 

approach suggested by the standard IBM CRISP-

DM model, which consists of the following stages - 

Business understanding, Data understanding, 

Data preparation, Modeling, Evaluation and 

Deployment. During the initiation phase of our 

project our team was mainly focused on the 

business understanding of the project, as well as 

the data understanding. During the next stage, our 

team was mainly concentrating on the data 

preparation, and as the data was not labeled we 

devoted additional time on labeling and 

preprocessing the image data by using 2 different 
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approaches, as the models which we used had 

different requirements regarding those aspects. 

Additionally, during the final stage of our project, 

our team was focused on modeling, evaluation and 

deployment. Furthermore, we decided to create 3 

different models - Custom model, Faster R-CNN 

and Pre-trained Model (MobileNet_V2).  

 

III.GOALS 

The goal of the project is to monitor and 

differentiate between different types of flower 

species over large areas, which would have a great 

impact on biodiversity and ecosystem related 

complications. Provided that our project is 

successful, our model would give valuable insights 

such as areas with tremendously decreased 

amounts of wild flowers, insights regarding the 

multiplier effect on other species affected and 

other ecosystem related disturbances. 

 

IV.EXPERIMENTS 

Initially, our team and Gerard agreed upon 

developing a Faster R-CNN model. However, due 

to the extensive hardware which this model 

requires, we decided to create 2 additional models 

- Custom CNN model and Pre-trained Model 

(MobileNet_V2).  

The implementation of the Faster R-CNN model 

required the use of LabelImg for the labeling of the 

images. However, during the testing of the model 

we discovered that images needed to be resized to 

800x600 in order to have sufficient computing 

power to execute the model. 

For our custom CNN model, we used our own 

automated labeling of the images and resized 

them to 128x128 pixels in order to have the same 

dimensions for all images. For building the model 

we used “Sequential()” from Keras, and consisted 

of  4 convolutional layers, 2 max pooling layers, 1 

flatten layer and 2 dense where the last dense 

layer uses “softmax” activation.  However, in the 

process of adding more species to be trained we 

customized the parameters, added one more 

dense layer and a dropout of 50%. For compiling, 

the ”Adam” optimizer was applied with a learning 

rate of 0.0001.  

The third model which we used was 

MobileNet_V2, which is a classification model 

developed by Google. Furthermore, this model 

makes use of the feature vector, which aims to give 

all the layers of the pre-trained model except the 

last one which is determined by us. The “trainable” 

property has to be set to false which means to 

freeze and not train (all the layers will have their 

fixed weights). 

 

V.RESULTS 

Our group manages to achieve quite promising 

results with all three models. 

The Faster R-CNN model was successfully trained 

for 15,000 steps on 5 different species  by using 

the Faster R-CNN Inception ResNet V2 

1024x1024 model. Furthermore, we noticed a 

steady decrease in loss over time, with an average 

of 0.05 - 0.1 for classification loss and 0.12-0.2 for 

localization loss.  

The custom CNN model managed to reach a  

validation accuracy of 76% for 30 flower species. 

Despite that we evaluated the model by plotting the 

validation accuracy and loss as well as a confusion 

matrix, we plot an evaluation on the dataset. This 

is done by displaying an image from the dataset 

with the true label above and the predicted label by 

the model. 

The pre-trained model achieved an accuracy score 

of 98% for the 30 species it was trained with. The 

same approach as the custom model was used to 

visually show and evaluate the performance of the 

model on the test set. Therefore, a random subset 

of 36 images of the whole test set was used for its 

evaluation.  

 

VI.CONCLUSION AND RECOMMENDATIONS 

Our research concluded with quite promising 

results from all 3 models. The accuracy scores 

from both the custom CNN and the pre-trained 

model (MobileNet_V2) are very promising, as well 

as the performance of the Faster R-CNN. 

However, for experimenting further with the Faster 

R-CNN model our group would strongly advise 

towards the use of a more powerful hardware as 



 

the model requires a great amount of computing 

power.  

Furthermore, we strongly encourage further 

experimentation with parameter optimization 

regarding all three models, as well as introducing 

additional images and flower species, which would 

be an interesting continuation to the work already 

done. In this way it could be determined whether 

or not the pre-trained and the custom models are 

actually performing well. Furthermore, it would also 

be interesting to experiment with other pre-trained 

models and determine if even better results can be 

achieved. 
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